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ABSTRACT

A one-dimensional numerical model KOLUM is introduced that demonstrates the use of continuous dynamic
grid adaption in modeling the atmospheric boundary layer. The entrainment rates of KOLUM are compared
against recent calibrations for smoke clouds and water clouds derived from large-eddy simulations. The simu-
lations performed with KOLUM support the claim that turbulent kinetic energy–diagnostic length scale (E–l)
models overpredict entrainment by smoke and water clouds, independent of the use of grid adaption. The benefits
of grid adaption are slight. Curiously, the simulations did not confirm spurious entrainment of E–l models in
episodes of subsidence.

1. Introduction

A numerical model KOLUM is introduced that dem-
onstrates the use of continuous dynamic grid adaption
in modeling the atmospheric boundary layer. Continu-
ous dynamic grid adaption means that the grid points
continuously move either up or down to concentrate grid
points where finer resolution is desirable. In the ex-
amples to be presented here, that will be in the entrain-
ment zone at the top of the atmospheric boundary layer.
Continuous dynamic grid adaption has been demon-
strated for two- and three-dimensional flows in Fiedler
and Trapp (1993) and Fiedler (1998). The one-dimen-
sional implementation shown here is simpler than those
efforts, and does not rely on the tensor formalism. Here,
grid adaption will mean continuous dynamic grid adap-
tion.

KOLUM is designed to retain the global conservation
properties of the continuous equations. The inclusion of
a scheme that allows for moving grid points is not dif-
ficult; a grid velocity appears as an additional factor in
the advection terms. We do not claim the grid movement
used here is optimal by a formal condition. Rather, we
present a reasonable grid movement for these example
cases, all of which have one obvious elevated zone re-
quiring enhanced resolution.

The physics in KOLUM is simple. It is a turbulent
kinetic energy–diagnostic length scale (E–l) model, not
unlike Lenderink et al. (1999), but with the Bougeault
and Lacarrère (1989) length scale. The very simple ra-
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diation schemes of Bretherton et al. (1999) and Moeng
(2000) are used to investigate idealized situations. The
primary purpose of KOLUM is to assess the advantages
of grid adaption. The grid adaption does allow for nu-
merical solutions to maintain sharper interfaces in the
entrainment zone. However, we find that the entrainment
rates for the simulated clear, smoky, and cloudy bound-
ary layers are not significantly affected by a change from
a 50-m resolution offered by a static grid, to the 20-m
resolution provided by grid adaption. We are not able
to make the case that software development resources
of operational forecast centers would be best spent on
implementing this grid adaption into numerical models,
as opposed to, say, improving vertical advection
schemes.

Nevertheless, the development of KOLUM presented
an opportunity to use the recent large-eddy simulation–
derived calibrations of smoke clouds (Bretherton et al.
1999) and water clouds (Moeng 2000), and to thus ad-
dress some issues independent of grid adaption. KO-
LUM is tuned to produce the widely accepted calibration
for a clear, convective boundary layer: the entrainment
buoyancy flux should be 20% of the surface buoyancy
flux. Having been so constrained, KOLUM produces
excessive entrainment for a smoke cloud, as would be
expected for an E–l model according to the analysis of
Lenderink et al. (1999). Similarly, KOLUM produces
excessive entrainment for water clouds. Curiously, KO-
LUM does not produce spurious numerical entrainment
during subsidence episodes, as did the E–l model of
Lenderink and Holtslag (2000).

A brief overview of the model is presented in section
2. Section 3 describes the details of the scheme that
moves the grid points, followed by a demonstration with
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wave motion in section 4. Sections 5–7 apply KOLUM
to clear, smoky, and cloudy boundary layers.

2. Model description

KOLUM is an E–l model similar to that described in
Lenderink and Holtslag (2000). Quantities diffuse in the
vertical, down the gradient, with a diffusivity that is
calculated from a prognosticated turbulent kinetic en-
ergy E. The virtual potential temperature flux in satu-
rated conditions, which is one of the terms that produce
E, is as described in Cuijpers and Duynkerke (1993).
Subsidence and divergence of the horizontal wind are
accomodated in the model.

KOLUM has the following differences from the E–l
model of Lenderink and Holtslag (2000). The turbulent
length scale l(z) is predicted with the nonlocal integrals
as in Bougeault and Lacarrère (1989). At a given ele-
vation z, l is calculated as the geometric mean of two
length scales: the distances a parcel could travel adia-
batically upward and downward against (with) the work
of buoyancy if all the turbulent kinetic energy were con-
verted to gravitational potential energy. The dissipation
rate of turbulent kinetic energy E is assumed to be

aE 3/2E . (1)
l

The diffusivity for all quantities, including E, is assumed
to be

K 5 a lÏ2E . (2)K

The constants aE and aK are tuned in the experiments
mentioned later.

KOLUM is not Boussinesq. The vertical coordinate
is a mass coordinate, or equivalently, a hydrostatic pres-
sure coordinate. A grid adaption, or grid movement, is
naturally incorporated into the vertical advection term.
The vertical advection has options for first- through
third-order accuracy, as the flux forms listed in Trem-
back et al. (1987). Optionally, an additional monotonic
correction can be added to the advection calculation.

3. The grid adaption

Turbulent kinetic energy E and turbulent fluxes (ex-
cept of E) are calculated on levels with mass coordinate
Ck, where k is an integer index. The other variables are
also subscripted with an integer index. For example, mk

is the mass-coordinate interval between two flux levels:

m 5 C 2 C .k k11 k (3)

Let m̃k be the default grid interval in the absence of
grid adaption. In section 4, these will be values that
make the height interval about 50 m in the lowest 3.5
km of the atmosphere. But in subsequent adaptive sim-
ulations, m̃k will define a grid appropriate for a nocturnal
boundary layer, representing an extreme case of con-

centrating the resolution near the ground (e.g., the left
of Fig. 3).

The grid adapts by specifying desired grid intervals
at time tn11 relative to the magnitude of the defaultn11mk

m̃k:

n11 n n nm 5 b f (z , h )m̃ .k k k (4)

Here

m̃O knb 5 (5)
n nf (z , h )m̃O k k

and hn is a diagnosed height of the boundary layer top
at time tn. The role of bn is to enforce

m 5 m̃ . (6)O Ok k

The following remarks apply for values of m̃k chosen
to place high resolution in the nocturnal boundary layer.
The weighting function f is also a function of some
tunable parameters, as well as the variables zk and h.
When h is less than a specified threshold value h̃, f is
kept at unity. As the boundary layer deepens, f is made
greater than unity in what was the nocturnal boundary
layer, and less than unity above h̃, but below h. Also,
f is further reduced in a region of several hundred me-
ters surrounding hn. Thus, as a boundary layer deepens,
KOLUM sacrifices resolution near the ground to provide
resolution throughout the boundary layer and especially
at the boundary layer top. The adaption is designed to
produce little change in Ck above the boundary layer as
a result of the adaption happening in and near the bound-
ary layer.

The first-order, time-integration scheme we employ
in the model allows for us to simply use

n n11 ndC C 2 Ck k k5 (7)
n11 ndt t 2 t

in the factor that appears in the advection term.

4. A wave test

Here we test the grid adaption for a situation that has
the appearance of waves traveling on a smoke-filled
boundary layer. We set K 5 0. The intent is to test the
accuracy of both the advection scheme and the grid
adaption scheme at the sharp interface between the
smoky and clear air, the height of which defines h. A
vertical mass flux is specified as proportional to P(z)
cosvt where P(z) is chosen to be zero at the top and
bottom, and peak in magnitude at z 5 1500 m, which
is also the initial height of the smoke interface. In all
simulations the time step is 10 s.

Figure 1 shows a time–height cross section of the
simulation using third-order, upwind advection with the
monotonic correction. The grid interval is approxi-
mately 20 m near the smoke interface. The grid adaption
produces very little movement of the grid away from
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FIG. 1. Test of the grid adaption scheme with an imposed periodic
vertical motion field, resembling that of a wave. Smoke as a function
of z and t, and the grid. Turbulent mixing is turned off.

FIG. 2. A test of a various advection schemes and grid adaption
schemes within KOLUM for a simulation as in Fig. 1. The profile
of smoke at t 5 9.72 h (a trough in the wave) is shown. The order
of the scheme is indicated (1st, 2d, 3d). Here, g.a. means with grid
adaption, mono means with the monotonic correction, and 20 m is a
higher resolution static-grid simulation, as described in the text. The
3d mono g.a. is what was used in Fig. 1.

the zone of grid adaption. This is considered to be a
favorable design feature.

The profile of smoke at the time of the final trough,
or t 5 9.72 h, is shown in Fig. 2 and compared with
eight other advection and grid schemes. Except for one,
all the simulations model 18 km of atmosphere with 90
grid points. Five of the static grids are stretched to put
a 50-m grid interval in the lowest 3.5 km. One of the
static grid simulations uses 180 points, statically
stretched to provided a grid interval of 20 m in the
lowest 3.5 km. The first-order scheme is highly diffusive
and the second-order scheme produces large, erroneous
oscillations: as is well known, it is inadvisable to use
such schemes. The third-order scheme, and the mono-
tonic one in particular, are better choices. The smoke
interface is initialized across one grid point. With a static
grid, the third-order monotonic scheme spreads the in-
terface across four grid intervals, whether the grid in-
terval is 50 m or 20 m. The use of grid adaption spreads
the interface across three intervals. So not only does
grid adaption conserve computational resources as com-
pared to a static grid with similar resolution, but also
the grid adaption reduces numerical diffusion in the sim-
ulation because of the tendency for grid points to follow
the interface. The grid adaption offers some modest im-
provement in the numerical solution. The improvement
can be substantial with the use of low-order advection
schemes, but that seems a rather unlikely circumstance
for a well-designed model. We now turn to elucidating
any practical consequences of this numerical improve-
ment. The subsequent simulations in this paper use the
third-order monotonic scheme with 90 grid points (un-

less otherwise noted) in the troposphere, with or without
grid adaption.

5. Test of a clear convective boundary

Here we model a boundary layer heated from below
with a turbulent flux of potential temperature Fu 5 0.1
kg K m22 s21. The surface pressure is 105 Pa. The initial
height is h 5 150 m, which is just outside the specified
h̃ 5 75 m. In Fig. 3 we see a concentrated zone of grid
points following h(t), which is diagnosed from the sharp
temperature gradients. (At the initial time h . h̃ so the
grid is shown lifted somewhat from the default nocturnal
grid.)

Profiles of quantities in the deepening boundary are
shown in Fig. 4. In a similar simulation in Cuxart et al.
(2000), we see a maximum E of 1.1 m2 s22 when the
boundary layer is 1 km deep, as it is here at 2 3 104

s. If we use aE 5 0.25, the maximum value would be
1.58 m2 s22. If we use aE 5 0.75, the maximum value
would be 0.89 m2 s22. Hence the decision was made to
use aE 5 0.5. In a simulation with a uniform Dz ø 50
m, plots of profiles appear indistinguishable from those
in Fig. 4.

The minimum value of the turbulent flux of virtual
potential temperature (z), for simulations with andFuy

without grid adaption, is shown in Fig. 5 as a function
of time. Using grid adaption reduces transient effects
of the entrainment of grid points. After 5 h, both sim-
ulations maintain, on average, min( ) 5 20.023Fuy

kg K m22 s21, and the transients have no consequence
on the net evolution of the boundary layer. The same
statement can also be made about a simulation for which
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FIG. 3. Grid in the simulation of the deepening, clear, convective
boundary layer.

FIG. 4. A clear convective boundary layer with an imposed surface
heat flux, using the adaptive grid. Profiles are plotted every 104 s out
to 4 3 104 s. (The profiles deepen monotonically with time, and so
are not labeled.)

Dz 5 100 m (not shown). We will not find much need
for grid adaption if modeling a clear, convective bound-
ary layer is the only goal of our models.

If we use aK 5 0.125, then min( ) ø 20.15. If aKFuy

5 0.375, then min( ) ø 20.31. We choose to use aKFuy

5 0.25 to keep the minimum entrainment flux to be
about 220% of the surface buoyancy flux. Lenderink
et al. (1999) also tune their E–l model, though with a
different coefficient, to satisfy this 20% rule.

6. Test of a smoke-filled boundary layer

Here we apply the GEWEX Cloud Systems Study
(GCSS) smoke test (Bretherton et al. 1999). The
‘‘smoke’’ concentration is initialized to a value of 1.0
in the boundary layer, and 0 aloft. The test is based on
easily coded radiative cooling of an idealized smoke-
filled boundary layer. Indeed, the purpose of the test is
to isolate the modeling of turbulence from issues in
modeling microphysics and radiation.

Bretherton et al. (1999) present models integrated out
to 3 h, with many plots and statistics averaged over the
third hour. KOLUM is, of course, trivially cheap com-
pared to an LES, and a longer integration allows for a
clearer difference between the beginning and final fields.
Here, we integrate out to 4 3 104 s, or 11 h. Figure 6
shows the profiles of simulations with a grid adaption
that maintains Dz ø 20 m in the entrainment zone.
Profiles from simulations without grid adaption, with
Dz ø 50 m, are virtually indistinguishable.

The fundamental result of Bretherton et al. (1999) is
that the high-resolution 3D codes all had between 22
W m22 and 30 W m22 upward heat flux into the ‘‘cooling

zone’’ at the top of the boundary layer. This means that
there was an entrainment heat flux of about 230 W
m22, in a sense ‘‘offsetting’’ half of the 60 W m22

radiative heat flux at cloud top. In Fig. 6 we see only
about 12 W m22 into cloud base, indicating an entrain-
ment heat flux of 248 W m22. Lenderink et al. (1999)
also show how E–l models are expected to produce a
greater entrainment flux than a model that resolves the
eddies. They show that E–l models should have an en-
trainment heat flux equal to the radiative heat flux in
the limit of a thin cooling zone at cloud top. Indeed,
Bretherton et al. (1999) show this characteristic for the
one-dimensional models, the upward heat flux into the
cooling layer is between 8 W m22 and 15 W m22, in-
dicating an entrainment heat flux of between 52 W m22

and 45 W m22, for a 60 W m22 radiative heat flux at
cloud top.

Figure 7 shows the maximum value of the turbulent
flux of smoke Fs as a function of time, both with and
without grid adaption. Both simulations suffer from
‘‘gridpoint events’’ as the interface passes through a grid
point. The time-average of these events is evidently
nearly the same for both schemes, given the nearly iden-
tical net evolution of the boundary layer.

KOLUM locates h by using a parabolic fit to inter-
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FIG. 5. Values of min( ) in the clear convective boundary layerFuy

simulation, with and without grid adaption (g.a.). FIG. 6. A test of the smoke-filled boundary layer, using the adaptive
grid. Profiles are plotted every 104 s out to 4 3 104 s. (The profiles
deepen monotonically with time, and so are not labeled.)

polate to the location of the maximum value of ]s/]z.
In all simulations, h(t) rises very smoothly with time.
With grid adaption, the net rise is 221 m (we 5 0.0055
m s21); with Dz 5 50 m, the rise is 244 m (we 5 0.0061
m s21). Reducing the total number of grid points to 45
and using Dz 5 100 m results in a rise of 251 m (we

5 0.0063 m s21).
The standard radiation absorption coefficient was in-

creased by a factor of 10 in an attempt to design a more
brutal test for the grid. With that increase, the radiative
cooling is concentrated in nearly one grid point on cloud
top: with (]u/]t)rad 5 20.0024 K s21 for the adaptive
grid and (]u/]t)rad 5 20.0008 K s21 for the static grid.
With grid adaption the rise is 296.3 m; with a static grid
the rise is 296.7 m. As was also experienced with the
clear convective boundary layer, simulations of the
smoke-filled boundary layer do not benefit much from
grid adaption.

Last, we use the smoky boundary layer to test for a
potential problem that was presented by Lenderink and
Holtslag (2000). They showed an E–l scheme for which
subsidence could not properly advect the entrainment
zone downward through grid points. Their scheme, in
effect, adds a spurious entrainment rate to counteract
the subsidence. However, Fig. 8 shows that this is not
a universal problem with E–l models.

We add the wave motion and use a static grid, thus
giving the simulation ample opportunity to suffer errors
during subsidence. Yet the ultimate depth of the bound-
ary layer is nearly the same as the simulation with no
waves and with grid adaption. In their cloud-topped
boundary layer simulation, Lenderink and Holtslag
(2000) showed an effective entrainment rate increased

by a factor of 3 during subsidence. We find insignificant
spurious entrainment during subsidence.

In order to further investigate why we did not find
spurious subsidence, we conduct an experiment much
closer in design to that of Lenderink and Holtslag
(2000). A divergence of the horizontal wind field is
specified to be 6.67 3 1026 s21 below z 5 1500 m. This
puts a vertical velocity of w 5 20.005 m s21 at z 5
750 m. In principle, this subsidence should compensate
for the entrainment rate that would occur in the absence
of subsidence, which was diagnosed to be we ø 0.005
m s21, with or without grid adaption. In practice we
find what happens in principle: the subsidence balances
the entrainment, producing no change in the height of
the inversion.

When the divergence of the horizontal wind is dou-
bled, to 1.33 3 1025 s21, we find the boundary layer
height decreases by 150 m, to z 5 500 m. The subsi-
dence velocity minus the entrainment velocity would
have varied linearly from approximately 0.005 m s21 at
z 5 750 m to approximately 0.003 m s21 at z 5 500
m. An average rate of decrease in the height of the
boundary layer of 0.004 m s21 would have given a
decrease of 160 m in 4 3 104 s, very close to what
actually happened in the simulation. We conclude that,
in modeling subsidence, the discrete, numerical scheme
is faithful to the continuous equations.

Most curiously, the identical result also happens when
KOLUM is modified to use the E–l scheme of Lenderink
and Holtslag (2000) with first-order advection; it is this
experiment that is shown in Fig. 8c. For the record, we
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FIG. 7. The maximum value of Fs in simulations of the smoke-
filled boundary layer, both with and without grid adaption (g.a.). The
black areas result from episodes of somewhat irregular square-wave
oscillations with period of approximately 6Dt. Similar oscillations
also occur with a time step reduced to Dt 5 1 s.

FIG. 8. A test for numerical errors associated with subsidence
through grid points; (a) no subsidence, (b) periodic subsidence, and
(c) steady subsidence. In this smoky boundary layer simulation, such
subsidence associated with the imposed wave does not cause spurious
entrainment. The steady subsidence test is computed with KOLUM
modified to be as close as possible to Lenderink (2000), though the
standard KOLUM produces nearly the same result.

also report that Fig. 8b is also nearly the same when
the scheme of Lenderink and Holtslag (2000) is used
for that simulation. Lenderink and Holtslag (2000) re-
port that when they add subsidence to their smoke cloud
experiments, the top of the boundary layer remains
‘‘locked in’’ to the grid of 25 m resolution, thus pre-
venting the top of the boundary layer from advecting
downwards. With 50 m resolution used here, the locked
in effect should be worse, but it does not occur at all.
If the locked in effect actually did occur, then grid adap-
tion would be a good remedy. But, in these experiments,
grid adaption is a solution looking for a problem.

7. Test of a cloudy boundary layer

Last, we test the effect of grid adaption in a simulation
of a cloudy boundary layer. We do simulations similar
to those of Moeng (2000). The initial conditions and
the radiation parameterization are identical to Moeng
(2000). Here, for simplicity, the surface fluxes of po-
tential temperature and water vapor are set to a constant
value: Fu 5 0.01 kg K m22 s21 and 5 1 3 1024Fqy

kg m22 s21. Time–height cross sections of cloud water
qc and E are shown in Figs. 9 and 10. We find slightly
more significant effects of the grid adaption, than we
did with the smoke cloud. With grid adaption, the cloud
remains thin but unbroken. Without grid adaption, the
liquid water path is 13% less, and there is more vari-
ability in the cloud cover with time. However, this be-
havior does not appear to have any great consequence
on the net entrainment. In both cases the entrainment

rate is stabilized to a value that maintains marginal cloud
cover. The stabilization to marginal cloud cover is clear-
ly demonstrated by simulations with alternative values
of that are shown in Fig. 11. None of these simu-Fqy

lations allow for thick cloud cover to develop, such a
situation would increase entrainment and dry the bound-
ary layer to again produce a marginal cloud cover. Like-
wise, none of these simulations allows for clouds to
disappear for long: the resulting reduced entrainment
allows for clouds to redevelop. Therefore, when inter-
comparing boundary layer schemes in this cloud-topped
regime, we would expect very little difference in the
modeled entrainment rate. The quantity of intercom-
parison should be the cloud amount that produced the
entrainment.

The simulation in Fig. 9 entrains nearly 600 m, be-
tween t 5 1 3 104 s and t 5 4 3 104 s, giving an
entrainment velocity of we 5 0.020 m s21. The simu-
lations maintains Dul 5 6 K and, with grid adaption,
an average liquid water path of 0.0144 kg m22, during
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FIG. 9. Time–height cross section of liquid water qc in the cloud-
topped simulation, (top) with and (bottom) without grid adaption.

FIG. 10. Time–height cross section of turbulent kinetic energy E
in the cloud-topped simulation, (top) with and (bottom) without grid
adaption.

FIG. 11. Time–height cross section of liquid water qc for
simulations with the indicated alternative value of .Fqy

that time interval. Moeng (2000) offers a parameteri-
zation for entrainment velocity, based on large-eddy
simulations. The parameterization is based on the sur-
face buoyancy flux and radiation characteristics of the
cloud, the latter of which are parameterized in terms of
liquid water path. But the parameterization of Moeng
(2000) would predict an entrainment velocity of we 5
0.0067 m s21, one-third the value that occured in our
simulation.

The simulation with 5 2 3 1025 kg m22 s21 shownFqy

in Fig. 11 has surface fluxes close to the regime studied
by Moeng (2000). The net entrainment between t 5
1 3 104 s and t 5 4 3 104 s is 250 m, giving an
entrainment velocity of we 5 0.0085 m s21. This sim-
ulation also maintains Dul 5 6 K, but with an average
liquid water path of 0.0062 kg m22. The parameteri-
zation of Moeng (2000) would predict we 5 0.0042
m s21, which is still less than one-half of what KOLUM
did.

Thus, as compared with the parameterization of
Moeng (2000), the cloudy boundary layer simulated by
KOLUM produces excessive entrainment. There is no
simple way to repair this by adjusting aK downward.
For example, using aK 5 0.125 for the simulation in
Fig. 9 produces a liquid path 2.5 times greater, but has
insignificant effect on the entrainment rate, given that
KOLUM tends to produce marginal cloud cover. The
larger liquid water path increases the prediction of the
Moeng (2000) parameterization to an entrainment ve-
locity of we 5 0.0096 m s21 (from we 5 0.0067 m s21

predicted for the liquid water path produced with aK 5
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0.25), thus reducing the discrepancy with the model
value of we 5 0.020 m s21. However, as mentioned in
section 5, using aK 5 0.125 would disrupt the good
agreement with the widely accepted calibration for clear
entrainment. The benefit would be only a small gain in
performance towards the parameterization of Moeng
(2000).

8. Conclusions

The model KOLUM has served to demonstrate a nu-
merical scheme that adapts the vertical position of grid
points. The testing of KOLUM has revealed little benefit
for using such a scheme. The adaptive scheme, as used
here, allowed for 20 m resolution in the entrainment
zone while the static grid would provide 50 m. At least
for that comparison, there were generally modest dif-
ferences in the results. The differences would escape
notice in an operational forecast. Obviously, more ben-
efit may have been apparent if more extreme stretching
was used with a fewer total number of grid points. In
the entrainment zone, the static grid could then have
been more coarse relative to the adaptive grid. However,
such simulations often required repeated attempts at tun-
ing the grid adaption for particular experiments. Need-
less to say, grid adaption with such performance would
have little role to play in operational models.

However, the testing of KOLUM has served other
purposes besides the testing of adaptive grid capabili-
ties. With KOLUM having been constrained by design
to faithfully simulate clear convective boundary layers,
KOLUM overpredicted the entrainment rate caused by
a smoke cloud by a factor of 2. This behavior confirms
what was investigated in Lenderink et al. (1999), where
it was shown that simple E–l models are expected to
overpredict entrainment rates for a smoky boundary lay-
er. Similarly, KOLUM simulations of a cloudy boundary
layer produced an entrainment rate at least twice that
of Moeng (2000). Last, we again mention that KOLUM
did not show any problems of coping with downward
subsidence of the entrainment zone, contrary to the ex-
perience of Lenderink and Holtslag (2000) with their
E–l model.

The design for moving grid points in KOLUM re-

quired more careful consideration, and maintenance, of
global conservation laws than is sometimes the case for
boundary layer schemes in atmospheric models. How-
ever, the ultimate implementation of a reasonable adap-
tive grid scheme in one dimension was not difficult;
grid movement is readily accounted for in vertical ad-
vection terms. With vertical advection being a funda-
mental component of KOLUM, a byproduct of this in-
vestigation was a demonstration of the importance of
using accurate vertical advection in E–l models of the
boundary layer. This is true whether the advection is
caused either by moving grid points or by waves and
subsidence.
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